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ABSTRACT
It is often argued that rapidly increasing video content along
with the penetration of high-speed access is leading to ex-
plosive growth in the Internet traffic. Contrary to this popu-
lar claim, technically solid reports show only modest traffic
growth worldwide. This paper sheds light on the causes of
the apparently slow growth trends by analyzing commercial
residential traffic in Japan where the fiber access rate is much
higher than other countries. We first report that Japanese res-
idential traffic also has modest growth rates using aggregated
measurements from six ISPs. Then, we investigate residen-
tial per-customer traffic in one ISP by comparing traffic in
2005 and 2008, before and after the advent of YouTube and
other similar services. Although at first glance a small seg-
ment of peer-to-peer users still dictate the overall volume,
they are slightly decreasing in population and volume share.
Meanwhile, the rest of the users are steadily moving towards
rich media content with increased diversity. Surely, a huge
amount of online data and abundant headroom in access ca-
pacity can conceivably lead to a massive traffic growth at
some point in the future. The observed trends, however, sug-
gest that video content is unlikely to disastrously overflow
the Internet, at least not anytime soon.

Categories and Subject Descriptors
C.2.3 [Computer-Communication Networks]: Net-
work Operations—Network monitoring

General Terms
Measurement, Management
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traffic growth, ISP traffic, residential broadband
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1. INTRODUCTION
For the last few years, video content has become in-

creasingly popular among Internet users. Today’s Inter-
net users casually view and share video content, ben-
efited from the penetration of broadband access and
easy-to-use video services on the Net. On the other
hand, video and other rich media content are by orders
of magnitude larger in amount than traditional web con-
tent. Thus, it is often projected that rapidly increasing
video content is leading to explosive growth in the In-
ternet traffic.

Despite of this popular claim, technical sources re-
port only modest traffic growth worldwide. Odlyzko
estimates the Internet traffic growth rate in 2007 to
be about 50% to 60% in the U.S. and worldwide[19].
Cisco’s recent report also estimates that worldwide In-
ternet traffic growth has been around 50% per year over
the last few years[6].

The growth of the Internet traffic volume is one of
the key factors driving research, development and in-
vestment in data communication technologies and in-
frastructure. With the annual growth rate of 100%, it
grows 1000-fold in 10 years, while with 50%, it grows
only 58-fold. Hence, a difference in growth rate has a
considerable impact in the long run. In order to accom-
modate innovations brought by empowered end users,
what is crucial is not just growth rate but the balance
among demands, technological advances and investment
in infrastructure. If the growth is underestimated, we
may not have capacity enough to handle new demands.
If overestimated, investment in technologies and capac-
ity may be only wasted.

This paper investigates the traffic growth in Japanese
residential broadband traffic. Japan is one of the high-
est fiber access penetration countries in the world[20],
and the number of Fiber-To-The-Home (FTTH) sub-
scribers has exceeded that of DSL subscribers as shown
in Figure 1[29]. Meanwhile, the total number of broad-
band subscribers has reached 56% of households and
increased by only 5% in 2007[29]. However, even with
the abundant access capacity, the traffic growth rate at
Japanese major Internet eXchange points (IXes) has re-
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Figure 1: Number of residential broadband sub-
scribers in Japan: 29.3 million total broadband
subscribers, 13.1 million for FTTH, 12.3 million
for DSL and 3.9 million for CATV as of June
2008.
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Figure 2: The aggregated peak rate and its
growth rate of the major Japanese IXes

mained under 50% for the last few years as depicted in
Figure 2. The plot shows aggregated peak traffic and
its growth rate at major IXes, namely JPIX[15], JP-
NAP[16] and NSPIXP[18], and illustrates multiplicative
growth of traffic where the volume is doubling roughly
every two years since 2005. However, the growth rate
does not seem to be affected significantly by the advent
of popular video services in 2006.

We have been studying commercial backbone traffic
in Japan with support from six ISPs covering 42% of the
Japanese backbone traffic. (We started with seven ISPs
but two were merged in 2006.) In our previous work[3],
we reported that the backbone in 2005 was dominated
by residential user-to-user traffic.

In this paper, we try to answer a key question: what
is the macro level impact of video and other rich media
content on the traffic growth at the moment? We shed
light on the causes of the apparently slow growth trend
by detailed analyses of commercial residential traffic.

We followed the methodology used in our previous

work[3], and used two different data sets. The first set
was collected by aggregating interface counters of edge
routers from the six ISPs. The other set was collected
by Sampled NetFlow[4] from one of the ISPs for detailed
per-customer analysis.

We first report that Japanese residential broadband
(RBB) traffic also has a modest average annual growth
rate of 27% over the last three years by means of aggre-
gated measurements from the six ISPs. Then, we fur-
ther investigate residential per-customer traffic in one
of the ISPs by comparing traffic in 2005 and 2008 that
is before and after the advent of YouTube[31] and other
similar video services. Although at first glance a small
segment of peer-to-peer users still dictate the overall
traffic volume, it is decreasing in both population share
and volume share. At the same time, the rest of the
users are steadily moving towards rich media content
with increased diversity.

The current traffic is heavily affected by an eruption
of peer-to-peer applications but the crust underneath
is also slowly rising with video and other rich media
content. The crustal movement is slow at the macro
level so that it is unlikely to cause a major quake in the
near future.

2. RELATED WORK
This is a sequel of our previous work[3] in which we

compared traffic usage between fiber and DSL users,
and between heavy-hitters and the rest of the users.
The focus was on heavy-hitters in residential traffic but
this paper focuses on ordinary residential users. One of
the contributions of this paper is to illustrate the im-
pacts of peer-to-peer and rich media traffic on the cur-
rent traffic growth. Another contribution is to quantify
changes in traffic usage of ordinary residential users.

The traffic growth rate is reported to be slowing down
in recent years. Odlyzko monitors over 100 publicly
available traffic statistics, and estimates the Internet
traffic growth rate[19]: the U.S. Internet traffic grew at
around 100% in early 1990, jumped up to 1,000% in
1995-1996 driven by world wide web and user expan-
sion, went back to 70-150% in 1997-2003, and settled
down to around 50% in 2004-2007. Cisco’s reports[6,
5] are based on traffic data from its provider customers
combined with analyst projections, and also estimate
that worldwide Internet traffic growth has been around
50% per year over the last few years. the Japanese IX
traffic data in Figure 2 also shows that the growth rate
has been stable at around 30% over the last four years.
These estimates do not have details on user distribu-
tions so that our detailed analyses are complementary
to these reports.

There is little solid work in literature that tries to
measure commercial residential traffic. Studies on ADSL
networks[23, 27] are similar to our per-customer analy-



sis in monitoring access lines and comparing traffic vol-
umes among data sets but their focus is on file-sharing
traffic. It is reported that the average daily traffic vol-
ume of heavy-hitters is 470MB for inbound and 760MB
for outbound, and that of non heavy-hitters is 9MB for
inbound and 27MB for outbound in 2006[27].

There are numerous studies on traditional web traf-
fic, peer-to-peer traffic and video traffic. Many of them
try to characterize traffic at the flow level. Peer-to-peer
traffic is highly variable and skewed among participat-
ing nodes[24, 26, 12], and exhibit behavior considerably
different from traditional web traffic[11, 1]. A recent
study on YouTube traffic[10] by monitoring an academic
network compares characteristics of video content with
traditional web content. The mean and median size
of video content are 10MB and 8MB, and the mean
and median transfer rates are 394kbps and 328kbps.
Another study[17] characterizes streaming media files
stored online by crawling web sites, and compares dif-
ferent types of video content. Many studies report that
flow size and duration follow heavy-tailed distributions
[25, 32, 2], and discuss elephants and mice in flows.
However, there exists few previous work focusing on
the evolution of traffic volume per user, especially for
residential users.

Regarding a shift in traffic mix, Cisco’s report[6] has
statistics about a traffic mix shift in consumer traffic;
peer-to-peer file-sharing traffic grew 29% in volume but
the volume share dropped from 60% in 2006 to 51% in
2007. The volume share of video content not including
peer-to-peer file-sharing traffic grew from 12% in 2006
to 22% in 2007, and is projected to be 50% in 2012. The
estimated peer-to-peer traffic share is smaller than our
results and other reports (e.g., 86-93% in an academic
backbone[14]). Cisco’s projection is calculated by pro-
jected online hours per user multiplied by the average
MB per hour for different traffic types. Our findings
in traffic distributions could provide new insights into
these traditional projection methods.

3. AGGREGATED TRAFFIC ANALYSIS
This section examines the traffic growth trends in

Japan by means of aggregated measurements collected
from six ISPs covering 42% of the Japanese backbone
traffic. The results show that Japanese commercial traf-
fic has modest growth rates over the last three years. In
particular, the average annual growth rate of residential
traffic has been 27% from May 2005 through May 2008.

3.1 Measurement Methodology
The ISPs we collaborate with collect interface counter

values of almost all routers in their service networks
via SNMP, and archive per-interface traffic logs using
MRTG [22] or RRDtool [21]. Thus, it is possible for the
ISPs to provide aggregated traffic information if they
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Figure 3: Five traffic groups for data collection
at customer and external boundaries of an ISP

can classify router interfaces into a common set.
Our focus is on traffic crossing ISP boundaries which

can be roughly divided into customer traffic, and ex-
ternal provider traffic such as peering and transit. For
practical purposes, we selected the five traffic groups in
Figure 3 for data collection: (A1) RBB customers
represent residential broadband customer lines. This
group also includes small business customers using resi-
dential broadband access. (A2) non-RBB customers
represent customer lines other than RBB customers, in-
cluding leased lines, data centers, and dialup lines. This
group includes RBB customers behind leased lines, e.g.,
second or third level ISPs, since ISPs do not distinguish
them from other leased lines. (B1) external 6IXes
represent links for 6 major IXes, namely JPIX, JPNAP
and NSPIXP in both Tokyo and Osaka in order to com-
pare measurements at these IXes as well as to know
the traffic share of our measurement. (B2) external
domestic represents domestic external provider links
other than the 6IXes, including regional IXes, private
peering and transit. We used the term “domestic” to
indicate that both ends of a link are located in Japan.
This group also includes domestic peering with global
ASes. (B3) external international represents inter-
national external provider links with one end point out-
side of Japan.

These groups are chosen by the existing operational
practices of the participating ISPs because it is impos-
sible to draw a strict line for grouping, e.g., residen-
tial/business and domestic/international, on the global
Internet. We re-aggregate each ISP’s aggregated logs,
and only the resulting aggregated traffic is used in our
study so as to not reveal the share of each ISP. Although
the peak rate is often used for operational purposes,
only the mean rate is collected since the peak rate is
not summable.



In general, it is meaningless to simply sum up traffic
values from multiple ISPs since a packet could cross
ISP boundaries multiple times. Customer traffic is,
however, summable because a packet crosses customer
edges only once in each direction, when entering the
source ISP and exiting the destination ISP. The num-
bers for external provider traffic are overestimated since
a packet could be counted multiple times if it travels
across intermediate ISPs. Nevertheless, the error should
be negligible in this particular result since most of the
ISPs in our data sets are peering, and thus, not provid-
ing transit to each other. Although one ISP is identified
to have double counts for the transit link, it is compen-
sated in the results by data provided separately for the
double count adjustment.

Each ISP provided month-long traffic logs aggregated
for each traffic group by a log aggregation tool we de-
veloped. This allows ISPs not to disclose the internal
structure of their network or unneeded details of their
traffic. The final results were obtained by aggregating
all traffic logs provided by the six ISPs.

The time resolution of the logs is 2 hours since it
was the highest common factor for month-long data in
MRTG and RRDtool; 2-hour boundaries in UTC fall on
odd hours in Japanese Standard Time (UTC+9). Note
that, throughout the paper, inbound and outbound are
presented from the ISPs’ point of view as depicted in
Figure 3.

The data for each month was separately collected,
and consistency such as each ISP’s share, differences
from the previous measurements, and the coverage of
the IX traffic was examined. Then, the aggregated re-
sults were provided to the ISPs so that each ISP can
compare and check its own data against the aggregated
results. In addition, a face-to-face meeting with repre-
sentatives from the participating ISPs is held after each
data collection to check and discuss the results.

Monthly traffic logs with two-hour resolution allow us
to identify major changes in each ISP’s traffic. When
such changes are found, we contact the ISP to confirm
the cause of the change, e.g., a network reconfiguration,
an outage, missing SNMP data, or a mis-classification
of interface counter logs. If necessary, we ask the ISP
to correct and update the data.

3.2 Data Sets
We analyzed month-long traffic logs from six major

Japanese ISPs for the last five years; September, Octo-
ber, November in 2004, May and November from 2005
through 2008. After the initial trials over three months,
we decided to collect data only twice a year to reduce
the workload of the participating ISPs.

3.3 Growth of Traffic
The monthly average rates in bits/second of the traf-
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Figure 4: Traffic growth: customer traffic (top)
and external provider traffic (bottom)

Figure 5: Residential broadband customer traf-
fic in May 2005 (top) and May 2008 (bottom)

fic groups are shown in Tables 1 and their growth is
illustrated in Figure 4. Between May 2005 and May
2008, the average annual growth rate of (A1) RBB cus-
tomers was 26% for inbound, 28% for outbound, and
27% for the combined volume. The difference between
inbound and outbound has widened over the years.

Figure 5 compares weekly RBB customer traffic (A1)
in May 2005 and in May 2008. For weekly data anal-
ysis, we took the averages of the same weekdays in a
month but excluded holidays since holiday traffic pat-
terns are closer to weekends’. The diurnal pattern re-



Table 1: Monthly average rates of aggregated customer and external traffic (bps)
(A1)customer-RBB (A2)customer-non-RBB (B1)ext-6ix (B2)ext-domestic (B3)ext-international

(6 ISPs) (4 ISPs) (6 ISPs) (6 ISPs) (6 ISPs)
inbound outbound inbound outbound inbound outbound inbound outbound inbound outbound

2004 Sep 98.1G 111.8G 14.0G 13.6G 35.9G 30.9G 48.2G 37.8G 25.3G 14.1G
Oct 108.3G 124.9G 15.0G 14.9G 36.3G 31.8G 53.1G 41.6G 27.7G 15.4G
Nov 116.0G 133.0G 16.2G 15.6G 38.0G 33.0G 55.1G 43.3G 28.5G 16.7G

2005 May 134.5G 178.3G 23.7G 23.9G 47.9G 41.6G 73.3G 58.4G 40.1G 24.1G
Nov 146.7G 194.2G 36.1G 29.7G 54.0G 48.1G 80.9G 68.1G 57.1G 39.8G

2006 May 173.0G 226.2G 42.9G 38.3G 66.2G 60.1G 94.9G 77.6G 68.5G 47.8G
Nov 194.5G 264.2G 50.7G 46.7G 68.4G 62.3G 107.6G 90.5G 94.5G 57.8G

2007 May 217.3G 306.0G 73.8G 57.8G 77.4G 70.8G 124.5G 108.4G 116.4G 71.2G
Nov 237.2G 339.8G 85.4G 63.2G 93.5G 83.4G 129.0G 113.3G 133.7G 81.8G

2008 May 269.0G 374.7G 107.0G 85.0G 95.7G 88.3G 141.2G 119.4G 152.6G 94.4G

flects home user activities, i.e., the traffic increases in
the evening, and the peak hours are from 21:00 to 23:00.
Weekends have larger daytime traffic although the peak
rates are similar to weekdays. The outbound traffic to
customers was only slightly larger than the inbound in
2005 but it becomes much larger in 2008 with larger
fluctuations and with clearer peaks. The ratio of the
bottom (the constantly flowing part) against the peak
decreased from 0.63 to 0.56 for inbound, and from 0.59
to 0.43 for outbound. We found 63% of the residential
traffic in 2005 was user-to-user[3], and believe that peer-
to-peer applications contribute to significant part of the
upstream traffic as well as the constantly flowing part
of the traffic in both directions. On the other hand, the
larger increase in the outbound volume in 2008 seems
to come from client-server type applications.

The ratio of the RBB customer volume against the
total customer volume also decreased. The data for
(A2) non-RBB customer traffic was obtained only from
four ISPs so that it is not possible to directly compare
(A1) with (A2). It is difficult for the other ISPs to
distinguish external links from other links for historical
reasons. Hence, we estimated the ratio of (A1) to (A)
using only data from the four ISPs with both (A1) and
(A2). The estimated ratio (A1)/(A1+A2) decreased
from 59% in 2005 to 43% in 2008 for inbound and from
64% to 56% for outbound, which also indicates a de-
crease in user-to-user traffic share.

The total volume of (B2) external domestic traffic,
mainly private peering, exceeds the volume for (B1)
6IXes and the difference is widening, probably because
major ISPs are shifting from public peering to private
peering to handle increasing demands. This result un-
derlines a possible deviation in estimating nation-wide
traffic only from IX traffic. However, the ratio of pri-
vate peering could be overestimated in our results as
private peering is usually exercised only between large
ISPs. Another noticeable change is the increase in inter-
national traffic, especially for inbound. This is probably
due to popular video services which do not have servers
in Japan (e.g., YouTube).

Our IX traffic data (B1) has consistently represented
about 42% of the inbound traffic measured and pub-

Table 2: Share of (B1) outbound to the IXes
against the inbound measured by the IX (%)

2004 2005 2006 2007 2008
Sep Oct Nov May Nov May Nov May Nov May
41.5 41.9 41.6 42.0 41.4 43.1 41.5 42.4 41.8 42.6

lished by the IXes as in Table 2 so that our data is con-
sidered to cover 42% of Japanese backbone traffic. If we
assume this ratio to be the traffic share of the six ISPs,
the total amount of residential traffic in Japan in May
2008 can roughly be estimated to be 632Gbps for in-
bound and 880Gbps for outbound, or 205PB/month for
inbound and 285PB/month for outbound. These num-
bers are in line with Cisco’s estimates of 226PB/month
for consumer traffic in Japan in 2008[6].

In summary, by comparing traffic in 2008 with 2005,
we observed the larger download volume as well as larger
evening volume in the residential traffic, the decreased
share of residential traffic in the customer traffic, and
the increased inbound volume in the international traf-
fic. All of these, along with the volume comparable in
size to peer-to-peer traffic, indicate an increase in video
service content but the overall growth has been modest.
A plausible explanation is that residential traffic is shift-
ing from peer-to-peer file-sharing to video services. We
will examine this hypothesis in the next section using
per-customer measurements from one of the ISPs.

4. PER-CUSTOMER TRAFFIC ANALYSIS
To further analyze the behavior of residential traffic,

sets of Sampled NetFlow data from 2004 to 2008 were
obtained from one of the participating ISPs. Here, only
residential broadband customer traffic is analyzed. In
the data, one end of a flow is always the residential cus-
tomer of the ISP but the other end is generally a cus-
tomer of another ISP. This ISP has residential broad-
band customers over DSL and fiber but not over CATV.

By comparing the aggregated residential traffic graphs
(e.g., Figure 5) with the ISP’s corresponding graphs, we
confirmed that the traffic characteristics are consistent.
Therefore, we consider this ISP to be representative of
the participating ISPs.



4.1 Measurement Methodology
Data was collected from all edge routers accommo-

dating residential broadband customers. Traffic volume
is derived by dividing the measured volume by the sam-
pling rate. In 2005, the sampling rate was 1/2048 unan-
imously but, in 2008, 45% of the routers, notably busy
ones, have 1/8192, 45% have 1/2048, and 10% have
1/1024, so as to keep up with the increased load of the
routers. We believe it is still enough for analyzing user
behaviors but there is a certain amount of sampling er-
rors, especially for lightweight users.

4.2 Data Sets
Two types of week-long data sets are used for analy-

sis. One type is daily inbound and outbound traffic vol-
ume of each customer obtained by matching customer
IDs with the assigned IP addresses in NetFlow data.
The data is also classified by customer’s line type (DSL
or fiber), and used to analyze per-customer behavior in
Section 4.2 through 4.4. The data was collected during
April 12-18 in 2004, February 21-27 in 2005, July 9-15
in 2007, and June 2-8 in 2008. The other type is raw
NetFlow data, and used to analyze protocol usage in
Section 4.5. The data was collected during July 4-10 in
2005 and June 2-8 in 2008.

The main data sets for analysis are from 2005 and
2008 to observe the impact of video services. By com-
paring the 2008 data with the 2005 data, the total num-
ber of active users (unique customer IDs observed in the
data set) increased by 94.7%, and the total traffic vol-
ume increased by 187.0%. The growth rate of the total
traffic volume is larger than the aggregated result, be-
cause this ISP has expanded business in the residential
broadband services.

The daily traffic volume per active user increased
by 12.3% for inbound from 430MB in 2005 to 483MB
in 2008, and by 78.3% for outbound from 447MB to
797MB. The outbound volume became much larger in
2008. A large majority of the active users became fiber
users in 2008 as shown in Table 3. The fiber user ratio
increased from 46% in 2005 to 79% in 2008. Accord-
ingly, the total volume share of the fiber users increased
from 79% in 2005 to 87% in 2008.

Table 3: Ratio of fiber and DSL active users and
their traffic volume share

active users (%) total volume (%)
2005 fiber 46 79

DSL 54 21
2008 fiber 79 87

DSL 21 13

4.3 Distribution of per-customer traffic
The probability density functions (PDF) of daily traf-

fic volume per customer in log-linear scale are shown in

Figure 6. The daily traffic volume is the average for
the week, and the distribution is computed indepen-
dently for inbound and outbound. The spikes at the
left edge in the 2008 plots are due to the increased sam-
pling rates.

When we look at the fiber users in 2005 (top middle),
each distribution for inbound and outbound appears to
consist of two roughly lognormal distributions where the
logarithm of the variable is normally distributed. It is
less clear in the other plots but the hypothesis of having
two distinct distributions still holds in all the plots.

The distribution on the left includes the majority of
users, and the outbound volume (download for users) is
about ten times larger than the inbound volume. The
other distribution on the right is high-volume users with
symmetric inbound and outbound volumes. The two
distinct distributions suggest that they have different
mechanisms; most likely, the symmetric high-volume
distribution is driven by the symmetric and aggressive
nature of peer-to-peer file-sharing applications, and the
asymmetric distribution for the majority of the users
is driven by client-type applications (e.g., web browsers
and video streaming viewers). For convenience, we call
the symmetric high-volume group peer-type, and the
other asymmetric group client-type. The vertical lines
in the plots are at 100MB/day and 2.5GB/day; the for-
mer is roughly at the center of the two groups for in-
bound, and the latter was used in our previous work as
an inbound volume threshold for heavy-hitters.

The distributions of the client-type group have moved
towards higher volume, and the outbound has grown
much faster than the inbound. The mode for the total
inbound shifted from 3.5MB/day in 2005 to 5MB/day
in 2008, and the mode for the total outbound shifted
from 32MB/day to 94MB/day. The distribution of the
outbound volume becomes wider, suggesting increased
diversity and larger influence by the tail.

On the other hand, the distributions of the peer-type
group did not grow much. The mode of the distribu-
tion stays at around 2GB/day, and the covered area
(population share) has slightly decreased. As a result,
the outbound peer-type distributions become harder to
distinguish in the 2008 plots.

The modes of the distributions are similar in both
fiber and DSL plots, indicating that the most frequent
usage volume is similar but the peer-type group has a
larger share in the fiber users.

The corresponding (complementary) cumulative dis-
tributions of daily traffic per user in 2005 and 2008 are
shown on a log-log scale in Figure 7. The distributions
are heavy tailed but there is a knee in the slope, at the
top 4% of heavy-hitters using more than 2.5GB/day
(or 230kbits/sec) for the total users in 2005 as shown
by the lines in the plots. The distribution for inbound
did not change much in 2008 but that for outbound has
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Figure 6: Probability density function of daily traffic per user: total (left), fiber users (middle), and
DSL users (right) in 2005 (top) and 2008 (bottom).
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Figure 7: Cumulative distribution of daily traffic
per user: 2005 (top) and 2008 (bottom).

moved to the right, suggesting visible growth only in
the download volume. The inbound and outbound vol-
umes of the tail become symmetric, probably because
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Figure 8: Cumulative distribution of traffic vol-
ume of top-ranking heavy-hitters: 2005 and 2008

the majority of the heavy-hitters become fiber users so
that they do not need to compensate for the shortage
of upstream bandwidth of DSL heavy-hitters.

Figure 8 shows the cumulative distribution of traffic
volume consumed by top ranking heavy-hitters, com-
puted independently for inbound and outbound. The
plot shows a skewed traffic distribution among users;
the top N% of heavy-hitters use X% of the total traffic.
For example, the top 4% use 75% of the total inbound
traffic, and 60% of the outbound. The distribution has
not changed much from 2005 to 2008; the overall traffic
is still dictated by a small group even with the increased
traffic by the client-type users as the client-type users
similarly have a long-tailed distribution.
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(c) Fiber (2008)
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Figure 9: Correlation of inbound and outbound traffic volumes per user in one metropolitan prefec-
ture: fiber (left) and DSL (right) in 2005 (top) and 2008 (bottom)

4.4 Inbound and Outbound Correlation
To observe the ratio of inbound and outbound vol-

umes of each user, daily inbound and outbound vol-
umes per user are shown in log-log scatter plots in Fig-
ure 9. These are taken from a metropolitan prefecture
but the characteristics are common to all the prefec-
tures. The number of plotted users is about 4300 for
fiber and about 5400 for DSL in 2005 and about 14700
for fiber and about 3400 for DSL in 2008; a clear shift
from DSL to fiber in 2008. The horizontal line is at
100MB/day for inbound that will be used to distinguish
client-type users in Section 4.5.

In all the plots, the highest density cluster is below
and parallel to the unity line where outbound volume
(download for users) is about ten times larger than that
of inbound, which corresponds to the client-type users.
There exists another cluster in a higher volume region
around the unity line, which corresponds to the peer-
type users.

The main difference between the fiber and DSL plots
is heavy-hitters’ population share; there are more heavy-
hitters in the fiber users as expected. It is also ob-
served that there are heavy-hitters in the client-type
group whose outbound volumes are comparable to that
of heavy-hitters in the peer-type group, especially in the
fiber users in 2008.

However, the boundary between client-type users and

peer-type users as well as the boundary between heavy-
hitters and the rest of the users are not very clear. It
is also observed that, across the entire traffic volume
range, the inbound/outbound ratio varies greatly, up
to 4 orders of magnitude in all the plots. It suggests
that there exist diverse users with a different traffic mix
of client-type and peer-type applications. That is, al-
though it is possible to classify users into client-type
and peer-type at the macro level, actual individual users
have mixed traffic of both types.

4.5 Protocol and Port Usage
To observe differences in protocol and port usage be-

tween peer-type and client-type users, we classify the
users simply by average daily inbound volume (upload
for users) with the threshold of 100MB/day. This thresh-
old is roughly at the center of the two distributions in
the inbound PDFs in Figure 6, and classifies the users
by the horizontal line in Figure 9. The population share
of client-type users is 83.7% in 2005 and 83.3% in 2008.
In our previous work, we used 2.5GB/day to distinguish
heavy-hitters to focus on heavy-hitters but 100MB/day
is used here to focus on client-type users.

To rank port numbers in TCP and UDP, we take the
smaller of the source and destination ports of a flow.
TCP ports are further divided into well-known ports
that are smaller than 1024, and dynamic ports that are
equal to or larger than 1024. Our purpose is to illustrate



differences in port usage between the client-type and
peer-type groups so that we simply use dynamic port
traffic as a rough estimate of peer-to-peer traffic.

Table 4 shows the ranking of protocols and ports for
the total users, the client-type users, and the peer-type
users in 2005 and 2008. The ranking is similar for all
the groups with minor differences in dynamic ports so
that the table is ordered by the ranking of the total
users in 2008.

Table 4: Protocol breakdown in percentage
against the total volume: 2005 and 2008

2005 2008
protocol port total client peer total client peer

(%) type type (%) type type
TCP * 97.43 94.93 97.66 96.00 95.51 96.06

(< 1024) 13.99 58.93 8.66 17.98 76.16 11.35
80 (http) 9.32 50.78 5.54 14.06 64.96 8.26
554 (rtsp) 0.38 2.44 0.19 1.36 8.21 0.58
443 (https) 0.30 1.45 0.19 0.58 1.63 0.46
20 (ftp-data) 0.93 1.25 0.90 0.24 0.17 0.25
81 (-) 0.15 0.04 0.16 0.23 0.04 0.25
82 (-) 0.05 0.01 0.06 0.19 0.01 0.21
110 (pop3) 0.17 1.00 0.10 0.14 0.46 0.10
22 (ssh) 0.09 0.17 0.10 0.10 0.16 0.09
25 (smtp) 0.14 0.51 0.11 0.07 0.11 0.07

1000 (-) 0.03 0.02 0.04 0.07 0.01 0.08
others 2.52 1.26 1.27 0.94 0.40 1.00
(>= 1024) 83.44 36.00 89.00 78.02 19.35 84.71
6346 (gnutella) 0.92 0.84 0.93 0.94 0.67 0.97
6699 (winmx) 1.40 1.14 1.43 0.68 0.24 0.73
7743 (winny) 0.48 0.15 0.51 0.30 0.04 0.33
1935 (rtmp) 0.20 0.81 0.14 0.22 0.73 0.16
6881 (bittorrent) 0.25 0.06 0.27 0.22 0.02 0.24
7144 (-) - 0.02 0.03 0.19 0.03 0.21
8080 (-) 0.11 0.15 0.14 0.11 0.09 0.15
4662 (edonkey) 0.12 0.02 0.13 0.13 0.00 0.14

11560 (-) 0.03 0.02 0.10 0.04 0.01 0.11
3074 (-) 0.02 0.03 0.10 0.02 0.32 0.07
others 79.91 32.76 85.22 75.17 17.20 81.60

UDP * 1.38 3.41 1.19 1.94 2.50 1.88
53 (dns) 0.03 0.14 0.02 0.04 0.12 0.03
others 1.35 3.27 1.17 1.90 2.38 1.85

ESP 1.09 1.35 1.06 1.93 1.85 1.94
GRE 0.07 0.12 0.06 0.09 0.08 0.09
ICMP 0.01 0.05 0.01 0.02 0.05 0.02
others 0.02 0.14 0.02 0.02 0.01 0.01

When the total traffic in 2005 is compared with that
in 2008, port 80 (http) accounted only for 9% in 2005,
and increased to 14% in 2008. TCP dynamic ports ac-
counted for 83% in 2005 and decreased to 78% in 2008.
That is, 5% shifted from dynamic ports to port 80. Still,
78% of the total traffic in 2008 is between dynamic ports
and most of them are considered to be peer-to-peer traf-
fic. Hence, assuming the observed gradual shift from
dynamic ports to well-known ports, user-to-user traffic
will continue to be dominant in the coming years.

The usage of each dynamic port is tiny because re-
cent peer-to-peer applications use arbitrary ports. The
largest one, port 6699 in 2005 is only 1.4% and port
6346 in 2008 is only 0.9%; it is no longer possible to
make use of port numbers for identifying applications.

For the client-type users, port 80 accounted for 51%
in 2005 and increased to 65% in 2008. Dynamic ports
accounted for 36% in 2005 and decreased to 19% in

2008. Port 80 is much larger in this group, and 17%
shifted from dynamic ports to port 80 and other well-
known ports. Also, there is a noticeable increase in
port 554 used for the Real Time Streaming Protocol
(RTSP) from 2% to 8%. RTSP is a control proto-
col for streaming content employed by major stream-
ing services. RTSP has the interleaved mode where the
video data stream is interleaved on the original TCP
control connection. Thus, the increase in port 554 is
an evidence of increased video content. In fact, video
streaming servers are often configured to support multi-
ple transports and to switch protocols and ports accord-
ing to clients’ requests or when the port is blocked by
firewalls. Thus, many of video contents are also trans-
ported over port 80 so that considerable video volume
is supposed to be included in port 80. It is almost im-
possible to quantify the exact video volume in port 80
from Sampled NetFlow data but, given the heavy-tailed
size distribution of video content which is much larger
than traditional web content[10], it is likely that large
part of the traffic on port 80 is already video and other
rich media content.

Figure 10 compares temporal behaviors of three port
groups: port 80, well-known ports other than port 80,
and dynamic ports for the total users, the client-type
users and the peer-type users in 2005 and 2008. The vol-
ume is normalized to the peak value of the total traffic
size not to reveal the absolute traffic volume of the ISP.

As expected, the total traffic is heavily affected by
the peer-type user group. For the client-type users, it is
clear that port 80 has increased and dynamic ports have
decreased. Port 554 has a temporal pattern similar to
port 80 but not shown in the plots.

For the peer-type users, most traffic is in dynamic
ports, and a slight increase in port 80 is also observed.
The dynamic port traffic gradually decreases after mid-
night towards morning with the bottom at around 8am,
in contrast to the port 80 traffic that drops quickly af-
ter midnight with the bottom at around 4am. The slow
decrease of the dynamic port traffic is probably caused
by automatic dissemination of manually uploaded files
over the night in file-sharing systems. Another plausi-
ble explanation is that file-sharing users stop the ap-
plication when they finish the download or wake up in
the morning instead of leaving it running all the time.
This limited usage pattern of peer-to-peer file-sharing
is partly due to an increasing number of ISPs impos-
ing limits on bandwidth usage, and partly due to users’
risk awareness about file-sharing applications as many
information leakage incidents caused by compromised
file-sharing applications have been reported in Japan.

For ordinary users, peer-to-peer file-sharing becomes
less attractive with the advent of rich content services
and their easy-to-use applications. At the same time,
peer-to-peer traffic is still dominant in volume and will



Figure 10: Temporal behavior of port usage: total users (top), client-type users (middle) and peer-
type users (bottom) in 2005 (left) and 2008 (right)

not go away anytime soon. Also, the peer-to-peer mech-
anism itself could evolve into a powerful engine to drive
content distribution in large scale, if it becomes more
friendly to users and ISPs[30].

4.6 Summary
The overall traffic is still dominated by heavy-hitters,

mainly using peer-to-peer applications. However, their
traffic decreased slightly in both population share and
volume share.

The current slow growth rate is attributed to the fact
that the dominant aggressive peer-to-peer traffic is not
growing much. On the other hand, the client-type traf-
fic is slowly moving towards high volume usage. The
circumstantial evidence indicates that it is driven by
video and other rich media content. The increase of
video content is, however, not yet very visible in the
total residential traffic volume at the macro level. We
will examine the growth of this client-type user traffic
in the next section.

Meanwhile, the capacity of the Internet, both access
networks and core networks, will continue to grow. The
annual growth of the access capacity is reported and
projected to be 50% per year by the FTTH Council
Europe[7] and, in fact, Japanese residential users are
shifting from DSL to fiber access. The backbone net-
works also have been increasing capacity fast enough to
handle the demands. TeleGeography[28] reports that
annual international Internet capacity growth was 45%

in 2004-2006 and 68% in 2007. We have also heard
from the participating Japanese ISPs that they now
have more headroom in the backbone capacity than 5
years ago when peer-to-peer applications were catching
popularity.

If these trends continue, the traffic growth will stay
at a modest rate comparable to the capacity growth.
Video traffic is steadily growing but unlikely to disas-
trously overflow the global Internet in the short term.

5. DISCUSSION
Video and rich media content in residential traffic will

have a significant impact on the traffic growth in the
future[5]. Hence, we focus on the client-type users and
analyze their outbound traffic as this group is charac-
terized by download volume.

From the PDFs in Figure 6, traffic volume per user
for the client-type group is roughly lognormally dis-
tributed. Because the distribution has a long tail, its
simple arithmetic mean is heavily affected by the tail
of the distribution. The mean is of interest as it is di-
rectly related to the total traffic volume. We examine
the traffic characteristics using the properties of lognor-
mal distributions.

It is not surprising that per-customer traffic volume
follows a lognormal distribution as a multiplicative sto-
chastic process leads to a lognormal distribution[9], and
traffic growth is well modeled by a multiplicative sto-
chastic process; each user increases traffic following a



growth rate which is an independent identically dis-
tributed random process. Similar observations were re-
ported in the distribution of traffic volume at an orga-
nizational level[8] as well as in a growth model of web
pages[13].

The probability density function of a log-normal dis-
tribution is given by

p(x) =
1

xσ
√

2π
exp(

−(lnx − µ)2

2σ2
) (1)

where µ and σ are the mean and standard deviation of
ln(x). The mean of the original distribution, p(x), is

E(x) = exp(µ + σ2/2) (2)

and the variance of p(x) is exp(2µ + σ2)(exp(σ2) − 1).
By fitting a lognormal distribution to the outbound

client-type traffic from 2004 to 2008 with the nonlinear
least-square Marquardt-Levenberg algorithm, we esti-
mated µ and σ, and then, computed the mode exp(µ)
and the mean E(x) in Table 5 using Equation 2.

Table 5: Growth of outbound traffic per client-
type user (MB/day)

mode mean
exp(µ) E(x)

2004 Apr 26.2 110.6
2005 Feb 32.0 162.3
2007 Jul 65.7 483.2
2008 Jun 94.1 862.7
growth/yr 1.38 1.72

The mode of 94MB/day in 2008 seems reasonable
considering popular web sites with rich media content
(e.g., the mean file size of YouTube videos is 10MB[10],
and popular applications such as Google Maps proac-
tively fetch images in background). However, the mean
of 863MB/day in 2008 seems much larger than one
would expect; it is due to the influence from the tail
of the distribution.

The annual growth rate of the mode is 1.38 and that
of the mean is 1.72 obtained by fitting an exponential
model by the least-square method. The growth rate of
the mean is much larger than that of the mode as char-
acterized by Equation 2 where the mean grows much
faster than the mode. Also, σ slightly increased from
2004 to 2008, which means larger contributions from
the tail of the distribution.

Simplistic growth projections using both additive and
multiplicative growth are shown in Table 6. Although
traffic growth has been proved to be multiplicative, ad-
ditive growth is shown as the lower bounds. With mul-
tiplicative growth, the mode and the mean in 2011 will
be 248MB/day and 4.4GB/day.

These growth rates are probably overestimated as
2004 and 2005 are before popular video services took
off. Since the distribution is long-tailed, the mean is

Table 6: Simplistic growth projections for out-
bound traffic per client-type user (MB/day)

additive growth multiplicative growth
mode mean mode mean

exp(µ) E(x) exp(µ) E(x)
2009 Jun 110 1033 130 1480
2010 Jun 126 1203 179 2540
2011 Jun 142 1373 248 4359

dictated by a small segment of users at the tail and be-
comes less predictable than the mode. We also expect
a slowdown in the growth rate of the mean due to a
larger bias against heavy-hitters as traffic volume ap-
proaches to the access link capacity. In addition, band-
width caps introduced by ISPs affect the behavior of
users. More and more Japanese ISPs have bandwidth
cap policies for low-priced residential access services, ex-
plicitly by upload volume (e.g., 30GB/day by OCN and
15GB/day by IIJ) or, in some cases, implicitly by p2p
traffic shaping. When such policies were announced,
many heavy-hitters reduced their usage although some
uncompromising users simply migrated to other ISPs
which do not have bandwidth caps.

There is a potential that traffic of ordinary users
could grow to a substantial volume. The growth looks
significant but it is similar to how the web traffic growth
looked in the late 1990s when people were still using
dial-up access. From an optimistic view, technical ad-
vances in access and core networks are likely to offset
the traffic growth of this level.

6. CONCLUSION
As the Internet becomes a social communication plat-

form, individual users of all ages start actively partici-
pating in digital communications with diverse content,
notably with much richer images and videos than tra-
ditional web content. The traffic mix and volume are
changing accordingly.

It is difficult to predict future traffic. As we have
witnessed in the past, the advent of new applications
would change traffic mix and, accordingly, growth rate.
However, at the macro level, traffic will keep growing.

There will be many challenges posed by unprecedented
traffic volume. A variety of technical solutions exist
to mitigate possible problems such as content caching,
content distribution networks and preferential quality
of service. It also involves with economic factors such
as the access service cost and the costs of backbone
capacity and equipment as well as political and social
factors such as net-neutrality and content management.
Technical and solid observations on traffic are essential
to understand changes and to adapt to new demands.

In this paper, we have shown that the apparent slow
traffic growth is due primarily to the stalled growth of



peer-to-peer traffic that is still dominant in the current
traffic. At the same time, the usage of ordinary users is
slowly swelling with increased diversity, driven by video
and other rich media content. At the macro level, video
traffic is still much smaller than peer-to-peer traffic, and
will not significantly raise the traffic growth rate in the
next few years.

As for the generality of our results, some aspects are
specific to Japanese traffic such as the high penetra-
tion of fiber access, geographic concentration and lan-
guage barriers. Nevertheless, our key findings seem to
be common to other countries, although the exact ratio
of traffic mix and their growth should be different from
country to country, and probably, from ISP to ISP.

Persistent and consistent data collection is essential
for this type of study. We will continue monitoring traf-
fic by collecting aggregated traffic logs from the par-
ticipating ISPs, and by analyzing per-customer traffic,
hopefully from more ISPs.
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